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#### Abstract

We review, restate, and prove a result due to Kaushal and Korsch [Phys. Lett. A 276, 47 (2000)] on the complete integrability of two-dimensional Hamiltonian systems whose Hamiltonian satisfies a set of four linear second order partial differential equations. In particular, we show that a two-dimensional Hamiltonian system is completely integrable, if the Hamiltonian has the form $H=T+V$ where $V$ and $T$ are respectively harmonic functions of the generalized coordinates and the associated momenta.
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The study of integrable Hamiltonian systems has been a subject of active research since the nineteenth century. Despite the existence of an extensive literature on the subject, there is no well-known practical test of complete integrability of a given Hamiltonian system even in two dimensions. The present work elaborates on a simple-to-check sufficient condition for the complete integrability of such Hamiltonian systems. This condition, which is originally outlined in Ref. [1], identifies a special class of completely integrable Hamiltonian systems in two dimensions. The following is a precise statement of this result.

Theorem 1. Let $S$ be a Hamiltonian system with phase space $\mathbb{R}^{4}$ and a twice-continuously-differentiable time-independent Hamiltonian $H: \mathbb{R}^{4} \rightarrow \mathbb{R}$ that satisfies

$$
\begin{array}{rr}
\frac{\partial^{2} H}{\partial x_{1}^{2}}+\frac{\partial^{2} H}{\partial x_{2}^{2}}=0, & \frac{\partial^{2} H}{\partial p_{1}^{2}}+\frac{\partial^{2} H}{\partial p_{2}^{2}}=0,  \tag{1}\\
\frac{\partial^{2} H}{\partial x_{1} \partial p_{2}}+\frac{\partial^{2} H}{\partial x_{2} \partial p_{1}}=0, & \frac{\partial^{2} H}{\partial x_{1} \partial p_{1}}-\frac{\partial^{2} H}{\partial x_{2} \partial p_{2}}=0,
\end{array}
$$

where $H=H\left(x_{1}, p_{1}, x_{2}, p_{2}\right)$, and $\left(x_{1}, p_{1}\right)$ and $\left(x_{2}, p_{2}\right)$ are conjugate coordinate-momentum pairs. Then $S$ is completely integrable.

Before giving a proof of this theorem, we wish to motivate its statement and the idea of its proof.

Let $\mathfrak{z}:=x+i y$ and $\mathfrak{p}:=p+i q$ be a pair of complex variables, where $x, y, p, q \in \mathbb{R}$, and $\mathcal{H}: \mathbb{C}^{2} \rightarrow \mathbb{C}$ is an analytic complex-valued function of $(\mathfrak{z}, \mathfrak{p})$ with real and imaginary parts $u$ and $v$, so that

$$
\begin{align*}
u(x, y, p, q) & :=\operatorname{Re}[\mathcal{H}(x+i y, p+i q)]  \tag{2}\\
v(x, y, p, q) & :=\operatorname{Im}[\mathcal{H}(x+i y, p+i q)] . \tag{3}
\end{align*}
$$

We can express the condition of the analyticity of $\mathcal{H}$ as the Cauchy-Riemann relations:

$$
\begin{array}{lll}
\frac{\partial u}{\partial x} & =\frac{\partial v}{\partial y}, & \frac{\partial u}{\partial y}=-\frac{\partial v}{\partial x} \\
\frac{\partial u}{\partial p} & =\frac{\partial v}{\partial q}, & \frac{\partial u}{\partial q}=-\frac{\partial v}{\partial p} \tag{4}
\end{array}
$$

These in turn imply

$$
\begin{align*}
\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}} & =0, & \frac{\partial^{2} u}{\partial p^{2}}+\frac{\partial^{2} u}{\partial q^{2}} & =0,  \tag{5}\\
\frac{\partial^{2} u}{\partial x \partial p}+\frac{\partial^{2} u}{\partial y \partial q} & =0, & \frac{\partial^{2} u}{\partial x \partial q}-\frac{\partial^{2} u}{\partial y \partial p} & =0 .
\end{align*}
$$

Refs. [1, 2] show that the complexified Hamilton equations,

$$
\begin{equation*}
\frac{d \mathfrak{z}}{d t}=\frac{\partial \mathcal{H}}{\partial \mathfrak{p}}, \quad \frac{d \mathfrak{p}}{d t}=-\frac{\partial \mathcal{H}}{\partial \mathfrak{z}} \tag{6}
\end{equation*}
$$

define a completely integrable Hamiltonian system in the phase space $\mathbb{R}^{4}$ whose dynamics may be determined using the standard Hamilton equations with $u$ serving as the Hamiltonian and $v$ acting as a constant of motion. It is important to note that in order to establish this result one needs to use an appropriate symplectic structure (which is different from though isomorphic to the standard symplectic structure) on $\mathbb{R}^{4}$ and the associated Darboux coordinates for the problem [2] 3]. The latter can be taken to be the conjugate coordinate-momentum pairs $(x, p)$ and $(q, y)$, i.e., $q$ and $y$ must be viewed as coordinate and momentum variables, respectively [4].
The statement and proof of Theorem 1 relies on the fact that conditions (11), which were initially derived in [1], can be used to identify $H$ with the real part of an analytic function $\mathcal{H}: \mathbb{C}^{2} \rightarrow \mathbb{C}$ such that the Hamiltonian system determined by $H$ coincides with the one defined by (6).

Proof of Theorem 1. Let $x:=x_{1}, y:=x_{2}, p:=p_{1}$, $q:=-p_{2}$, and

$$
\begin{equation*}
u(x, y, p, q):=H(x, p, y,-q) . \tag{7}
\end{equation*}
$$

Then (1) is equivalent to (5), and if we view (4) as a system of differential equations for $v$, then (5) becomes the integrability condition for these equations. This
shows that there is a solution $v$ of (4) for the case that $u$ is given by $(7)$. Let $I: \mathbb{R}^{4} \rightarrow \mathbb{R}$ be defined by

$$
\begin{equation*}
I\left(x_{1}, p_{1}, x_{2}, p_{2}\right):=v\left(x_{1}, x_{2}, p_{1},-p_{2}\right) \tag{8}
\end{equation*}
$$

so that

$$
\begin{equation*}
v(x, y, p, q)=I(x, p, y,-q) . \tag{9}
\end{equation*}
$$

We can use (7) and (9) to express (4) in the form

$$
\begin{array}{lll}
\frac{\partial H}{\partial x_{1}}=\frac{\partial I}{\partial x_{2}}, & \frac{\partial H}{\partial x_{2}}=-\frac{\partial I}{\partial x_{1}}  \tag{10}\\
\frac{\partial H}{\partial p_{1}}=-\frac{\partial I}{\partial p_{2}}, & \frac{\partial H}{\partial p_{2}}=\frac{\partial I}{\partial p_{1}}
\end{array}
$$

These in turn imply $\{H, I\}=0$, where $\{\cdot, \cdot\}$ is the Poisson bracket,

$$
\{H, I\}:=\sum_{k=1}^{2}\left(\frac{\partial H}{\partial x_{k}} \frac{\partial I}{\partial p_{k}}-\frac{\partial I}{\partial x_{k}} \frac{\partial H}{\partial p_{2}}\right)
$$

This identifies $I$ with a constant of motion for the system $S$. Next, we prove that $I$ is functionally independent of $H$. Assume by contradiction that $I=F(H)$ for some real-valued differentiable function $F: \mathbb{R} \rightarrow \mathbb{R}$. Then for all $z \in\left\{x_{1}, p_{1}, x_{2}, p_{2}\right\}$,

$$
\begin{equation*}
\frac{\partial I}{\partial z}=F^{\prime} \frac{\partial H}{\partial z} \tag{11}
\end{equation*}
$$

where $F^{\prime}$ stands for the derivative of $F$. Substituting (11) in (10), we find

$$
\begin{array}{ll}
\frac{\partial H}{\partial x_{1}}=F^{\prime} \frac{\partial H}{\partial x_{2}}, & \frac{\partial H}{\partial x_{2}}=-F^{\prime} \frac{\partial H}{\partial x_{1}} \\
\frac{\partial H}{\partial p_{1}}=-F^{\prime} \frac{\partial H}{\partial \tilde{p}_{2}}, & \frac{\partial H}{\partial p_{2}}=F^{\prime} \frac{\partial H}{\partial \tilde{p}_{1}}
\end{array}
$$

We can use these equations to establish

$$
\begin{aligned}
\left(F^{\prime 2}+1\right) \frac{\partial H}{\partial x_{1}} & =\left({F^{\prime}}^{2}+1\right) \frac{\partial H}{\partial x_{2}} \\
& =\left({F^{\prime}}^{2}+1\right) \frac{\partial H}{\partial p_{1}}=\left({F^{\prime}}^{2}+1\right) \frac{\partial H}{\partial p_{2}}=0
\end{aligned}
$$

Clearly these cannot be satisfied unless $H$ is a constant function, which is definitely not the case. This completes the proof that $I$ is a constant of motion that is functionally independent of $H$. Therefore, according to Liouville's Integrability Theorem, $S$ is completely integrable.

The following is a straightforward consequence of Theorem 1.

Theorem 2 (Harmonic Integrability). Let $T: \mathbb{R}^{2} \rightarrow$ $\mathbb{R}, V: \mathbb{R}^{2} \rightarrow \mathbb{R}$, and $H: \mathbb{R}^{4} \rightarrow \mathbb{R}$ be twice-continuously-differentiable functions such that $H$ serves as the Hamiltonian for a classical system $S$ with phase space $\mathbb{R}^{4}$ and has the form

$$
\begin{equation*}
H\left(x_{1}, p_{1}, x_{2}, p_{2}\right)=T\left(p_{1}, p_{2}\right)+V\left(x_{1}, x_{2}\right) \tag{12}
\end{equation*}
$$

Then $S$ is completely integrable, if $T$ and $V$ are harmonic functions.

Proof. For the Hamiltonians of the form (12), the 2nd pair of conditions in (1) is trivially satisfied and the 1st pair is equivalent to the condition that $T$ and $V$ are harmonic functions. Therefore, according to Theorem $1, S$ is completely integrable, if $T$ and $V$ are harmonic functions.

Given a Hamiltonian $H$ that fulfils (1), we can use (10) to construct an independent constant of motion $I$. In order to demonstrate this construction, we examine three concrete examples. In the first two of these, $H$ satisfies the conditions of Theorem 2. In all of them, $c$ is an arbitrary real constant.
Example 1. Consider the Hamiltonian $H:=\frac{1}{2}\left(p_{1}^{2}-\right.$ $p_{2}^{2}-x_{1}^{2}+x_{2}^{2}$ ), which is clearly of the form (12) for a pair of harmonic functions $T$ and $V$. We can write (10) as

$$
\begin{align*}
\frac{\partial I}{\partial x_{2}} & =-x_{1}, & \frac{\partial I}{\partial x_{1}} & =-x_{2} \\
\frac{\partial I}{\partial p_{2}} & =-p_{1}, & \frac{\partial I}{\partial p_{1}} & =-p_{2} \tag{13}
\end{align*}
$$

which we can easily integrate to find $I=-\left(x_{1} x_{2}+\right.$ $\left.p_{1} p_{2}\right)+c$.

Example 2. The Hamiltonian $H:=e^{p_{1}} \cos p_{2}+$ $e^{-x_{1}} \sin x_{2}$ also fulfils the hypothesis of Theorem 2. For this Hamiltonian, (10) takes the form

$$
\begin{align*}
\frac{\partial I}{\partial x_{2}} & =-e^{-x_{1}} \sin x_{2}, & \frac{\partial I}{\partial x_{1}} & =-e^{-x_{1}} \cos x_{2} \\
\frac{\partial I}{\partial p_{2}} & =-e^{p_{1}} \cos p_{2}, & \frac{\partial I}{\partial p_{1}} & =-e^{p_{1}} \sin p_{2} \tag{14}
\end{align*}
$$

Again we can integrate these equations and obtain $I=e^{-x_{1}} \cos x_{2}-e^{p_{1}} \sin p_{2}+c$.

Example 3. Consider the Hamiltonian

$$
\begin{aligned}
& H:=\frac{1}{4}\left(x_{1}^{4}-6 x_{1}^{2} x_{2}^{2}+x_{2}^{4}\right)\left(p_{1}^{4}-6 p_{1}^{2} p_{2}^{2}+p_{2}^{4}\right) \\
& +4 x_{1} x_{2}\left(x_{1}^{2}-x_{2}^{2}\right) p_{1} p_{2}\left(p_{1}^{2}-p_{2}^{2}\right) .
\end{aligned}
$$

It is not difficult to check that it satisfies (1), but that it cannot be expressed in the form (12). Integrating (10) for this choice of $H$ gives

$$
\begin{aligned}
I & =\left(x_{1} p_{1}+x_{2} p_{2}\right)\left(x_{2} p_{1}+x_{1} p_{2}\right)\left[\left(x_{1}+x_{2}\right) p_{1}\right. \\
& \left.-\left(x_{1}-x_{2}\right) p_{2}\right]\left[\left(x_{1}-x_{2}\right) p_{1}+\left(x_{1}+x_{2}\right) p_{2}\right]+c .
\end{aligned}
$$

Remark. We became aware of Ref. (1) when this project was complete and the first draft of the present paper was already written. Subsequently we revised the paper to give due credit to the authors of [1], who discussed an equivalent version of Theorem 1 although not in the form of an explicitly stated mathematical theorem. Conditions (11) coincide with Eqs. (10) of Ref. [1] with $j=1$ provided that we perform the canonical transformation: $x_{1} \rightarrow x_{1}, p_{1} \rightarrow p_{1}, x_{2} \rightarrow-p_{2}$, and $p_{2} \rightarrow x_{2}$.
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